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Normal numbers

Normality, defined by Émile Borel in 1909, is a form of randomness:

Definition (Borel 1909)

A real number is random to a given integer base if every block of
digits of the same length occurs with the same limit frequency in
the expansion of the number in that base.

For example, if a number is normal to base two, each of the digits
‘0’ and ‘1’ occur in the limit, half of the times; each of the blocks
‘00’, ‘01’, ‘10’ and ‘11’ occur one fourth of the times, and so on.

A real number that is normal to every integer base is called
absolutely normal, or just normal.



Counterexamples

Rationals are not absolutely normal: for every q ∈ Q there is a base
t such that the expansion of q ends with all zeros.

0,1010010001000010000010000... not normal to base 2.

0,1010101010101010101010101... not normal to base 2.



A Fundamental Theorem of Borel

Theorem (Borel 1909)

Almost all real numbers are normal.

That is, the set of normal numbers has Lebesgue measure 1.

Borel asked for an explicit example.



Definition of Normality

Let b be an integer greater than 1, the base.
The digits in base b are 0, . . . b − 1.
A block in base b is a finite sequence of digits in base t.

Definition (Borel 1909, 1922)

A real number r is normal to base b if for every block w ,
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where occ(r , b,w , k) is the number of occurrences of the block w
in the first k digits of the expansion of r in base b, allowing
overlapping.

A real r is normal if it is normal to every base b ≥ 2.



Equivalent definitions of normality

Definition (Borel 1909, the original)

A real r is simply normal to a given integer base b if each digit has
the same asymptotic frequency 1/b in the expansion of r in base b.

A real r is normal to base b if each r , br , b2r .. are simply normal
to the bases bn, for every n ≥ 1.

A real r is normal if it is normal to every base b ≥ 2.

Seemingly simpler:

Definition (ver Kuipers, Niederreiter 2006)

A real r is normal to base b if each r , br , b2r .. are simply normal
to the bases bn, for every n ≥ 1.



Easier to conjecture than to prove

Are the fundamental constants are normal to some base?
π, e?

√
2?

Borel’s Conjecture (1950)

Each real irrational algebraic number should be normal to every
base.

There are several examples constructed to be normal to one base.

Champernowne (1935): 0, 12345678910111213141516..

None of these have been proved normal to two independent bases.

No number has been proved normal to one base but not to another.



Characterizations of Normality

Theorem (ver Kuipers and Niederreiter 2006)

A real r is normal to a base b if, and only if, the
sequence (xbn)n≥1 is uniformly distributed modulo one.

Theorem (Schnorr, Stimm 1971 + Dai et al 2004; Becher, Heiber 2012)

A real is normal to base b if, and only if, its expansion in base b is
incompressible by lossless finite-state compressors.

Lossless finite-state compressors (David Huffman, 1959) are ordinary

finite automata augmented with an output transition function such that

the automata input-output behaviour is injective.



Rephrasing Borel’s conjecture

Borel’s Conjecture

Each real irrational algebraic number should be normal to every
integer base.

Borel’s Conjecture

Each real number whose expansion in some base is compressible by
lossless finite-state compressors is either rational or trascendental.

Proved to be true for automatic numbers.

Their compressibility follows from Bourke, Hitchcock and
Vinodchandran 2005.

Automatic numbers are either rational or trascendental,
Adamczewski and Bugeaud 2007



The first two examples of numbers normal numbers

Henri Lebesgue and Waclaw Sierpiński, same journal issue, 1917.

Both gave a partially constructive proof of the measure of the set
of normal numbers, and defined their respective examples as the
limit of a set that includes all non-normal numbers
—this limit point is outside the set—.

Their examples were not finitarily defined.



Can a computer output an absolutely normal number?

Computability is the acceptable constructiveness since the 1930s.

The computable real numbers are those whose expansion in some
integer base can be generated by a mechanical (finitary) method:

Definition (Turing 1936)

A real number is computable if there is a machine that outputs
each of the digits of its expansion in some base, one after the other.



Are there computable normal numbers?

A measure-theoretic argument is not enough to see that the set of
normal numbers and the set of computable numbers intersect.

The set of normal numbers in the unit interval has measure one.

But the computable numbers are just countable, hence they form a
measure zero set.



Indeed there are computable normal numbers!

Alan Turing’s manuscript, presumably 1938 gave an algorithm that
produces normal numbers.

Only published in 1992 in his Collected Works, edited by Britton.
The editorial notes say that the proof given by Turing is
inadequate and speculate that the theorem could be false.

We reconstructed, corrected and completed Turing’s manuscript

(Becher, Figueira, Picchi, 2007; Becher 2012).

A computable reformulation of Sierpinski’s construction
(Becher, Figueira 2002).

These are the best know answer to date to Borel’s question.
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Turing’s Transcript



Turing’s manuscript



Turing’s Theorem 1



Turing’s Theorem 1

It is a computable version of Borel’s fundamental theorem that
establishes that almost all real numbersare normal.

Turing’s Theorem 1

There is a computable construction in terms of intervals with
rational endpoints in [0, 1] to show that almost all real numbers are
normal.



Turing’s Theorem 1

There is a computable function c(k , n) of two integer variables
with values consisting of finite sets of pairs of rational numbers
such that, for each k and n,

if Ec(k,n) = (a1, b1) ∪ (a2, b2) ∪ ...(am, bm) denotes the finite union
of the intervals whose rational endpoints are the pairs given by
c(k, n), then

Ec(k,n) is included in Ec(k,n−1) and
the measure of Ec(k,n) is greater than 1− 1/k.

And for each k,

E (k) =
⋂

n Ec(k,n) has measure 1− 1/k and consists entirely of
normal numbers.



Turing’s Theorem 2

Turing’s Theorem 2

There is an algorithm to produce normal numbers.

The proof uses Theorem 1.



Turing’s Theorem 2

There is an algorithm that, given an integer k and an infinite
sequence ν of zeros and ones, produces a normal number α(k , ν)
in the unit interval, expressed in base two, such that in order to
write down the first n digits of α(k, ν) the algorithm requires at
most the first n digits of ν.

For a fixed k these numbers α(k, ν) form a set of measure at
least 1− 2/k.



Turing’s Theorem 2

Turing gives an algorithm to output the expansion of a normal
number in base two.

The algorithm is a computable functional: it receives an integer
value that acts as a parameter to control measure, and an infinite
sequence ν in base two to be used as an oracle to possibly
determine some digits of the output sequence.

When ν is a computable sequence (Turing puts all zeros),
the algorithm yields a computable normal number.

With this result Turing is the first one to prove the existence of
computable normal numbers.

The algorithm can be adapted to intercalate the bits of the input
sequence ν at fixed positions of the output sequence. Thus, one
obtains non-computable normal numbers in each Turing degree.



Computational complexity of Turing’s algorithm

A literal reading of Turing’s algorithm yields that at most
simple-exponentially many operations suffice.

Our reconstruction worsens this amount to double-exponentially
many, due to a modification we had to introduce in one expression
that Turing wrote without a proof.

A theorem of Strauss (2003) asserts that normal numbers
computable in simple exponential time do exits, but this existential
result yields no specific instances.



Turing says his normal numbers are not convenient

In his manuscript, Turing alerts the reader that the provided
examples of normal numbers are not convenient and he explicitly
says that one would like that the expansion of such numbers be
actually exhibited.

From his wording we suppose that he was aware of the problem
that the n-th digit in the expansion of a number output by his
algorthm is defined by exponentially many operations in n.



Turing’s Manuscript on Normal numbers



Over 100 years

1909 Borel asks for examples of normal numers.

1917 Independent non-finitarily based constructions by Lebesgue
Sierpiński, hence a priori non computable.

193? Unpublished Turing’s algorithm for absolutely normal numbers,
answers the then outstanding question.

1962 Construction by Schmidt. It is unknown whether it is computable.

1975 Random reals ( Martin-Löf/Chaitin) are normal but non computable.

1979 Construction by M.B.Levin. It is unknown whether is computable.

1997 Martin Strauss gives proves the existences of normal numbers
computable in exponential time. No instances are known yet.

2002 We gave a computable reformulation of Sierpinski’s construction.
Double exponential time complexity.

2007 We reconstructed Turing’s algorithm. Double exponential time
complexity.



Borel’s question is still unresolved

The few known instances are not completely satisfactory.

It is desirable to show that a known irrational number is normal,
or, at least, to exhibit the number explicitly.

We would like an example with a simple mathematical definition
and such that, in addition of normality, extra properties are proved.

We would also like that the number be easily computable.


