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Expansion of a real number in an integer base

For a real number x, its expansion in an integer base b > 2 is a sequence
of integers a1, a2 . . ., where 0 6 an < b for every n, such that

x− bxc =
∑
n>1

anb
−n = 0.a1a2a3 . . .

We require that an < b− 1 infinitely often to ensure that every number
has a unique representation.
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Borel normal numbers

Let integer b > 2. A real number x is simply normal to base b if every
digit in {0, . . . , b− 1} occurs in the base-b expansion of x with the same
asymptotic frequency (that is, with frequency 1/b).

A real number x is normal to base b if it is simply normal to all the bases
b, b2, b3, . . ..

A real number x is absolutely normal if it is normal to all integer bases.

Normality to base b is equivalent to normality to any base multiplicatively
dependent to b (integers x and y are multiplicatively dependent if there
are s, t such that xs = yt)

Borel proved that almost all numbers, with respect to Lebesgue measure,
are absolutely normal.
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Examples and counterexamples of Borel normal numbers

0.01010101010 . . . is simply normal to base 2 but not to 22 nor 23, etc.

Each number in Cantor middle third set is not simply normal to base 3.

Champernowne’s number in base 10,

0.12345679101112131415161718192021

is normal to base 10, but is not known whether it is normal to bases
multiplicatively independent to 10.

Stoneham number α2,3 =
∑
n>1

1

3n 23n
is normal to base 2 but not simply

normal to base 6 (Bailey and Borwein, 2012).
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Borel normal numbers and other properties of full measure

Martin-Löf random

Poisson generic

Borel normal

Schnorr (1975);

Rudnick (supernormal), Peres,Weiss (2020),Alvarez, B., Mereb (2022); B., Sac Himelfarb (2022)

Also normality for other numeration systems, such as continued fractions.
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Borel normal and Lebesgue measure zero properties

Borel normal

Liouville

small
discrepancy

prescribed
i.e.

Turing
degree

computable

Cantor-
type sets

Toeplitz
sets

Turing(1937), Cassels (1959), Schmidt (1961/1962), Bugeaud (2002), Levin (1999)

Conjecture (Borel 1951)
All algebraic irrational numbers are absolutely normal.
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Metric results on Cantor-type sets

Cassels 1959 worked on a Cantor-type set of real numbers whose ternary
expansion avoids the digit 2 (hence not normal to base 3) and uniform
measure supported on this Cantor-type set. Schmidt 1961/1962
generalized this to arbitrary bases b.

They obtain that, relative to the uniform measure in this Cantor-type set
for base b, almost all numbers are normal to all the bases are
multiplicatively independent to b.

Their proofs give upper bounds for certain Riesz products.
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Toeplitz numbers (Jacobs and Keane 1969)

Let integer b > 2 and let P be a set of prime numbers.

The set of Toeplitz numbers Tb,P is the set of all real numbers x ∈ [0, 1)
such that if x =

∑
n>1 anb

−n then an = anp (n > 1, p ∈ P).

For example 0.a1a2a3 . . . is a Toeplitz number for P = {2} if,
for every n > 1, we have an = a2n,

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12

a1 = a2 = a4 = a8 = . . . (black)
a3 = a6 = a12 = a24 = . . . (blue)
a5 = a10 = a20 = a40 = . . . (pink)
The variables with odd indices are free.

Normal numbers with digit dependencies 7 / 22 Verónica Becher



Uniform measure on Tb,P

Let integer b > 2 and let P be a set of prime numbers.

Let j1, j2, . . . be the enumeration in increasing order of all positive
integers that are not divisible by any of the primes in P.

The Toeplitz transform τb,P : [0, 1)→ Tb,P is defined as

τb,P(0.b1b2b3 . . .) = 0.a1a2a3 . . .

such that when n = jkp
e1
1 · · · perr (p1, · · · , pr ∈ P),

an = bk.

Observe that one can define an equivalence relation ∼ between indexes
n ∼ n′ when n and n′ have the same factor j that is not divisible by any
of the primes p ∈ P.

Let µ be the uniform probability measure on Tb,P, which is the
push-forward of the Lebesgue measure λ by τb,P
For measurable X ⊆ Tb,P,

µ(X) = λ(τ−1
b,P(X)).
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Theorem 1 (Aistleitner, B. and Carton 2019)

Let b > 2, P = {2} and µ be the uniform probability measure on Tb,P.
Then, µ-almost all elements of Tb,P are normal to all bases that are
multiplicatively independent to b.

Theorem 2 (Aistleitner, B. and Carton 2019)

Let b > 2, let P be a finite set of primes and let µ be the uniform
probability measure on Tb,P. Then, µ-almost all elements of Tb,P are
normal to base b.

For P = {2} was obtained by Alexander Shen (2016), and by Lingmin
Liao and Michal Rams (2021).

Theorems 1 and 2 yield that for P = {2} µ-almost all numbers in Tb,P
are absolutely normal.
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Theorem 3 (Aistleitner, B. and Carton 2019)

Let integer b > 2. Let X1, X2, . . . be a sequence of random variables
from a given probability space (Ω,F , P ) into {0, .., b− 1}.

Assume that for every n, Xn is uniformly distributed on {0, .., b− 1}.
Suppose there is a function g : N 7→ R unbounded and monotonically
increasing such that for all sufficiently large n the random variables

Xn, Xn+1, . . . , Xn+dg(n) log logne

are mutually independent. Then, P -almost surely x = 0.X1X2 . . . is
normal to base b.

Furthermore, dg(n) log log ne is sharp.
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Theorem 4 (B., Carton and Heiber 2018)

We construct a number in Tb,P for b = 2 and P = {2}, normal to base 2.

This is a Champernowne-like construction of a binary expansion such
that an = a2n for every n > 1. It can be generalized to any base b and
any singleton P.
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Example of a simply normal number to base b in Tb,P

Let P be the set of all primes and let P ⊂ P.

Define the completely additive arithmetic function ΩP : N→ N,

ΩP(n) is the total count of prime factors of n that are not in P.

For example, for P = {2, 3}, ΩP(24 · 36 · 52 · 7) = 3

Notice that with P = ∅ we recover the classical Ω.

Given P ⊂ P and integer b > 2, define the number

ξb,P :=
∑
n>1

tnb
−n, where tn := (ΩP(n) mod b).

Clearly, ξb,P ∈ Tb,P.
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Theorem 5 (B., Marchionna and Tenenbaum 2023)

Let integer b > 2 and P ⊂ P. The number ξb,P is simply normal to base b

if, and only if,
∑

p∈(P\P)

1/p =∞. Moreover, defining for k = 0, . . . , (b− 1)

εN,k :=

∣∣∣∣ 1

N
#{n : 1 6 n 6 N, (ΩP(n) mod b) = k} − 1

b

∣∣∣∣
we have

εN,k �
1

b
e−E(N)/180b2 , where E(N) :=

∑
p6N, p∈(P\P)

1/p (N > 1).

Since E(N) is asymptotyically equal to log logN +M , where M is
Meissel-Mertens constant,

εN,k �
1

2
e−(log logN+M)/720 =

1

2
e−M/720(logN)−1/720.

(Champernowne constant has discrepancy exactly in the order (logN)−1)
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Proof of Theorem 5
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Proof of Theorem 5

Lemma

Let P ⊂ P and let b be an integer > 2. The number ξb,P is simply normal
to the base b if, and only if,

1

N

∑
n6N

e
(
aΩP(n)/b

)
= o(1) (a = 1, 2, . . . b− 1, N →∞).

The necessity of the criterion is clear (the b-th roots of unity have the
same asymptotic frequency, and they sum up 0) We show the sufficiency.
Define

bk,N =
1

N
#{1 6 n 6 N : (ΩP(n) mod b) = k}, (k = 0, . . . , b− 1, N > 1).

Then

bk,N =
1

bN

∑
06a<b

e(−ak/b)
∑
n6N

e
(
aΩP(n)/b

)
=

1

b
+ o(1)

since
for a = 0, the sum is 1/b
for each term with a 6= 0, by hypothesis, all inner sums contribute o(N).
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Proof of Theorem 5

In case
∑

p∈(P\P)

1/p diverges:

Lemma (Corolary 2.4 Tenenbaum 2017 )

Let P ⊂ P, let E(N) =
∑

p6N,p∈(P\P)

1/p.

Assume E(N)→ +∞ when N → +∞. Let κ ∈ (0, 1).
If κ 6 r 6 2− κ, z = reiθ, −π 6 θ 6 π then for every sufficiently
large N ,∑

n6N

zΩP(n) � Ne

(
r−1−κθ2180 ·E(N)

)
.
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Proof of Theorem 5

Notice {a ∈ Z : |a| 6 1
2b} describes a complete set of residues (mod b).

Whenever a and b are coprime, b > 2 and |a| 6 b/2, we may apply
Corollary 2.4 of T. (lemma above) with r = 1, z = e(a/b), ϑ = 2πa/b
and κ = 1.∑

n6N

e
(
aΩP(n)/b

)
� Ne−2a2E(N)/(9b2).

So, if
∑
p∈(P\P) 1/p =∞ then the above lemma implies that ξb,P is

simply normal to the base b.

Normal numbers with digit dependencies 17 / 22 Verónica Becher



Proof of Theorem 5

In case
∑

p∈(P\P)

1/p converges:

Lemma (Corolary 2.2 Tenenbaum 2017, effective version of Delange )

Let A, B, % postive reals . Let complex multiplicative f : N→ C such

that for every prime p, |f(p)| 6 A 6 % and
∑

pν , ν>2

|f(pν)| log pν

pν
6 B.

If
∑
p
%−<f(p)

p converges, then

∑
n6N

f(n) =
e−γ%N

Γ(%) logN

∏
p∈P

∑
pν6N

f(pν)

pν
+O

(
ναNe

Z(N ;f) +
eZ(N ;f)

(logN)β

)
where α := wf min(1, %)/(5−min(1, %)), β := wf min(1, %)/6 with

Z(N ; f) =
∑
p6N

f(p)
p , and νN is such that∑

p6N
(%−<f(p)) log p

p � νN logN with νN → 0 as N →∞.
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Proof of Theorem 5

If
∑
p∈(P\P) 1/p converges by Corollary 2.2 of T. (lemma above) we have∑

p∈(P\P), p6N

log p

p
� ηN logN

for some ηN → 0. A possible ηN := min
16z6N

(
log z

logN
+

∑
p∈(P\P) p>z

1

p

)
.

To prove that
∑
n6N

e
(
aΩP(n)/b

)
� N it hence suffices to show that

taking f(n) = e
(
aΩP(n)/b

)
,

∑
n6N

f(n) =
e−γ%N

Γ(%) logN


∏
p∈P

∑
pν6N

f(pν)

pν︸ ︷︷ ︸
Show�logN

+O
(
ναNe

Z(N ;f) +
eZ(N ;f)

(log x)β

)
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Proof of Theorem 5

∏
p

∑
pν6N

e(νaΩP(p)/b)

pν
=

∏
p∈(P\P)

1− e(νpa/b)/p
νp

1− e(a/b)/p

∏
p∈P

1− 1/pνp

1− 1/p
� logN

where we have put νp := 1 + b(logN)/ log pc, so that pνp > N .
Now the double product above is clearly

∼ σN :=
∏
p6N

1

1− 1/p

∏
p∈(P\P)

1− 1/p

1− e(a/b)/p
·

Since the general factor of the last product equals
1 + {e(a/b)− 1}/p+O(1/p2), we deduce from the convergence of∑
p∈(P\P) 1/p and Mertens’ formula that σN ∼ c logN for some c 6= 0.

This yields
∑
n6N

e
(
aΩP(n)/b

)
� N as required. 2
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Some open questions

Obtain a lower bound for the simple discrepancy of ξb,P.

Can we go beyond frequency of digits in ξb,P perhaps with weighted
distribution?

How to combine Lebesgue measure 0 properties and obtain normality?

Develop the theory of Poisson generic real numbers.
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Poisson generic numbers

Fix integer b > 2. Let Zλj,k(x) be the proportion of words of length k

that occur exactly j times in the first bλbkc digits of the base-b
expansion of x,

Zλj,k(x) =
#{w ∈ {0, .., b− 1}k : |x[1 : λbk + k)|w = j}

bk

Example for b = 2, λ = 1, k = 3, λbk = 8,
x = 10000100 . . .

For j = 0, Zλj,k(x) = 4/8 (witnesses 011, 101, 110, 111)

For j = 1, Zλj,k(x) = 2/8 (witnesses 001, 010)

For j = 2, Zλj,k(x) = 2/8 (witnesses 100, 000)

For j > 3, Zλj,k(x) = 0

Definition (Zeev Rudnick) Let integer b > 2 and let λ be a positive real
number. A real x in the unit interval is λ-Poisson generic if for every
non-negative integer i,

lim
k→∞

Zλj,k(x) = e−λ
λj

j!
.

A real is Poisson generic if it is λ-Poisson generic, for all positive λ.Normal numbers with digit dependencies 22 / 22 Verónica Becher
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N.Álvarez, V.Becher and M.Mereb. ”Poisson generic sequences”, International Mathematics
Research Notices rnac234, 2022.

V. Becher and G. Sac Himelfarb. ”A construction of a λ-Poisson generic sequence”, Mathematics
of Computation 92:1453-1466, 2023.
Y.Bugeaud. ”Nombres de Liouville et nombres normaux”. Comptes Rendus de l’Académie des
Sciences Paris, 335(2):117–120, 2002.

J. Cassels. On a problem of Steinhaus about normal numbers. Colloquium Mathematicum,
7:95–101, 1959.

K. Jacobs and M. Keane. 0-1 sequences of Toeplitz type. Z. Wahrsheinlichkeitstheorie verw. Geb.,
13:123–131, 1969.

L. Liao and M. Rams. ”Normal sequences with given limits of multiple ergodic averages. ”
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Some ideas on the proofs



Theorem 1: Let b > 2, P = {2} and µ be the uniform probability measure
on Tb,P. Then, µ-almost all elements of Tb,P are normal to all bases that
are multiplicatively independent to b.

Proof idea

Let positive integer r be multiplicatively independent to b.
To prove µ-almost all x ∈ Tb,P are normal to base r, by Weyl’s criterion,
show that the sequence of fractional parts of x, rx, r2x, . . . is u.d. in [0, 1].
That is, we have to show that for every non-zero integer h,

lim
N→∞

1

N

N∑
j=1

e(rjhx) = 0.

where,as usual, e(x) = e2πix.

Let Mk for k = 1, 2, 3 . . . be subexponential (such as Mk =
∑k
j=1de

√
je).

so that for every N there is a k such that N −Mk is o(N).

M0M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11

Show for every k large enough,
1

Mk −Mk−1

∑
Mk−16j<Mk

e(rjhx) < εk, with εk → 0, as k →∞



1 Fix b,P, r. Fix a positive h. For each k define

Badk :=
{
x ∈ Tb,P :

1

Mk −Mk−1

∑
Mk−16j<Mk

e(rjhx) > 1/k.
}

2 Show µ(Badk) is small enough to obtain a convergent series
∑
k

µ(Badk).

By generalized Markov/Chebyshev inequality

µ({x ∈ X : |f(x)| > t}) < 1/t2
∫
X

|f(x)|2 dµ(x)

Our main lemma gives a suitable upper bound for∫ 1

0

∣∣∣ ∑
Mk−16j<Mk

e(rjhx)
∣∣∣2dµ(x)

3 Apply Borel Cantelli, obtain µ-almost all x ∈ Tb,P are outside
⋃
k

Badk.

4 For any N there is k such that N −Mk = o(N).Then, µ-almost all x ∈ Tb,P

lim
N→∞

1

N

N∑
j=1

e(rjhx) = 0.

5 Countably many h and r multiplicatively independent to b. 2



Proof of Theorem 1

Recall µ is the uniform probability measure on Tb,P.

Lemma

Let r > 2 be multiplicatively independent to b.
Then for all integers h > 1 there exist constants c > 0 and `0 > 0,
depending only on b, r and h such that for all positive integers `,m
satisfying ` > m+ 1 + 2 logr b > m0,

∫ 1

0

∣∣∣∣∣∣
`+m∑
j=`+1

e(rjhx)

∣∣∣∣∣∣
2

dµ(x) 6 m2−c.



Proof of Theorem 1
Using Euler’s formula eix = cosx+ i sinx, the Riesz-like product appears.

Lemma (adapted from Schmidt’s Hilfssatz 5, 1961)

Let r and b be multiplicatively independent. There is c > 0, depending only on
r and b, such that for all positive integers K and L with L > bK ,

N−1∑
n=0

∞∏
k=K+1
k odd

(
1

b
+
b− 1

b

∣∣∣cos
(
πrnLb−k

)∣∣∣) 6 2N1−c.

Lemma (Schmidt’s Hilfssatz 5, 1961)

Let r and b be multiplicatively independent. There is c∗ > 0, depending only
on r and b, such that for all positive integers K and L with L > bK ,

N−1∑
n=0

∞∏
k=K+1

| cos(πrnLb−k)| 6 2N1−c∗ .

Schmidt’s proof uses | cos(πx)| is periodic, | cos(πx)| 6 1 and | cos(π/b2)| < 1.

All these properties also hold for
1

b
+
b− 1

b
|cos (πx)|.



Theorem 2: Let b > 2, let P be a finite set of primes and let µ be the
uniform probability measure on Tb,P. Then, µ-almost all elements of Tb,P
are normal to base b.

Proof idea
Let P = {p1, . . . , pr} be a set of r primes.
Recall τb,P : [0, 1)→ Tb,P is defined as τb,P(0.b1b2 . . .) = 0.a1a2 . . .
where for each n > 1, an = bk where k is such that n = jkp

e1
1 · · · perr and

jk is not divisible by any pi ∈ P, 1 6 i 6 r.

The equivalence relation ∼ on the set of positive integers is defined as
follows: n ∼ n′ whenever there are exponents e1, . . . er, e

′
1, . . . e

′
r and a

positive integer k such that

n = j · pe11 . . . perr ,

n′ = j · pe
′
1

1 . . . p
e′r
r ,

j is not divisible by any p ∈ P.

For example, for P = {2, 3}, 2 ∼ 3, 3 ∼ 36, 36 6∼ 5.

Lemma (follows from Tijdeman 1973)

There is n0 such that if n′ ∼ n and n′ > n > n0, then n′ − n > 2
√
n.



Proof of Theorem 2

The Toeplitz transform τb,P induces a function δ : N 7→ N

τb,P(0.b1b2b3 · · · ) = 0.a1a2a3 · · · = 0.bδ(1)bδ(2)bδ(3) · · ·

where δ(n) = δ(n′) exactly when n ∼ n′. By the previous lemma,

δ(n), δ(n+ 1), . . . , δ(n+ 2b
√
nc)

are pairwise different.

For each n, consider an(x) as a random variable on space ([0, 1),B(0, 1), λ).
Since an(x) = bδ(n)(x) for all n, two random variables an and an′ are
independent, with respect to λ and µ, if and only if, δ(n) 6= δ(n′).

Thus, bδ(n), bδ(n+1), . . . , bδ(n+2b
√
nc) are mutually independent.

At every position n the number of independent variables is 2b
√
nc which

exceeds the minimal required to ensure normality, established in Theorem 3.
2



Theorem 4: We construct a number in Tb,P for b = 2 and P = {2}, normal
to base 2.

We construct x ∈ {0, 1}N such that x = even(x).
A word x is `-perfect if each of the 2` many words of length ` occurs
aligned in x the same number of times .

The construction consists in concatenating perfect sequences s1, s2, . . .
such that |si+1| = 2|si|, si = even(si+1) and each si is `i-perfect for `i
a power of 2.

Start with s1 := 01, s2 := 1001 and `2 := 1. For i > 2,

If |si| = `i2
2`i and si is `i-perfect then construct si+1 by transforming the

n-th occurrence of u into w = v ∨ u, where v is the n-th word of
length `i in lexico order. Then si is 2`i-perfect, because all words of
length 2`i occur once in si+1. Set `i+1 := 2`i.

If |si| = m22`i , with m a multiple of `i but m 6= `i2
`i , and si is `i-perfect

then construct si+1 as before, but now with multiplicity m. Notice
that si+1 is `i-perfect, each word of length `i occurs twice the
number of times it occurred before. Set `i+1 := `i.

2


